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ABSTRACT
Research on the neurophysiological effects of emotional face processing, working memory (WM) load, and their interaction in 
dual- tasks remains scarce. Therefore, we conducted a combined magnetoencephalography eye- tracking study with 47 partici-
pants. The dual- task temporally interleaved a facial emotion discrimination task with a visuo- spatial n- back task. Source- space 
cluster analyzes of event- related magnetic fields (ERFs) and oscillations revealed significant main effects of emotional expression 
and WM load. During emotion discrimination, enhanced ERFs for negative facial expressions located across the insula, ACC, 
and face- specific occipital regions suggest amplified emotion processing but also the recruitment of attentional control mech-
anisms. During the n- back phase, emotional faces did not affect evoked responses when they were task- irrelevant. Interaction 
trends in pupil dilation indicated that emotion- specific processing is diminished under high WM load. During the n- back phase, 
increased WM load reduced alpha and low beta oscillations in temporo-  and parieto- occipital areas. In addition, reduced target 
fixations in the presence of negative facial distractors indicated a tendency toward emotion- specific interference. Furthermore, 
sustained increased WM load affected perceived valence, pupil size, and reaction time in both subtasks. A convergence of neu-
rophysiological, physiological, and behavioural findings points to specific processing modes with greater resource depletion for 
negative expressions and high WM load in the dual- task. In conclusion, the study advanced our understanding of (a) circum-
stances under which emotional faces modulate ERFs in a dual- task, (b) mechanisms underlying emotion discrimination, (c) 
interaction effects of emotional expression and WM load in gaze behavior, as well as (d) how WM- related oscillatory alpha and 
beta power is affected by increasing load.

1   |   Introduction

In the past, cognitive and affective- emotional processes have 
mostly been studied separately, ignoring their inherent inter-
dependence in human nature (Cromheeke and Mueller  2014; 
Pessoa  2008). In the last decade, this perspective has shifted 

toward the study of functional brain networks and mechanisms 
underlying the interaction of emotion and cognition (Brockhoff 
et al. 2022; Schweizer et al. 2019).

One assumption of this research is that cognitive resources, 
including attentional control and the capacity to process and 
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retain information, are limited (Baddeley  1992; Cowan  2017; 
Wickens 2014; Fougnie and Marois 2006). Attentional control 
facilitates goal- directed behavior by guiding perception, pro-
cessing, and response selection (Mackie et al. 2013; Miller and 
Cohen  2001), while working memory (WM) encodes, main-
tains, and retrieves task- relevant information (Baddeley 1992, 
1996; Eskikurt et  al.  2024; Oberauer  2019). In dual- tasks in-
corporating WM, a secondary task (e.g., discrimination task) 
and task- irrelevant stimuli (e.g., a negative face) can divert at-
tentional and processing resources from the primary task (e.g., 
maintaining multiple items in WM). This causes the risk of 
task interference and decay of stored information, especially 

as subtask demands increase (Cowan  2005, 2017; Navon 
and Miller  2002; Tombu and Jolicoeur  2003; Watanabe and 
Funahashi 2014).

1.1   |   Emotional Face Processing 
and Categorization in a Dual- Task

Certain stimuli, such as faces, appear to be prioritized in process-
ing regardless of task relevance (Lavie et al. 2004; Lavie and de 
Fockert 2005, but cf. Pessoa et al. 2002, 2005; Wang et al. 2016). 
Emotionally negative faces have been proposed to directly and 
automatically attract attention—even independently of avail-
able resources—due to their relevance for adaptive behavior 
(Adolphs  2003; Dolan  2002; Eimer and Holmes  2007; Roesch 
et al. 2010; Schindler and Bublatzky 2020; Schupp et al. 2006; 
Vuilleumier  2005). This bottom- up phenomenon, referred to 
as emotional attention (Vuilleumier  2005; Vuilleumier and 
Huang  2009), enhances an early event- related neurophysio-
logical component named P1/P100 (Eimer and Holmes  2007; 
Schupp et al. 2006, but cf. Schindler and Bublatzky 2020).

However, further evidence suggests that emotions in expres-
sions are processed more robustly at a later configural stage (see 
Schindler and Bublatzky 2020, for review; Hinojosa et al. 2015; 
Skinner and Benton 2010) and compete for cognitive resources 
during ongoing tasks (Hinojosa et  al.  2015; Schindler and 
Bublatzky 2020). At this configural stage, emotional compared 
to neutral faces amplify a component emerging approximately 
170 ms after face onset (N/M170; Schindler and Bublatzky 2020). 
The M170 is localized in the fusiform face area (FFA; Deffke 
et al. 2007; Halgren et al. 2000; Kanwisher et al. 1997; Monroe 
et  al.  2013; Pizzagalli et  al.  2002; see Figure  1A). Its deflec-
tion is more pronounced in the right hemisphere (Bentin and 

Summary

• Emotionally negative faces enhance evoked brain re-
sponses linked to face processing when task- relevant, 
but not when acting as distractors.

• Working memory (WM) load modulates oscillatory 
signatures only during the encoding and retrieval 
phase. Decreases in parietal low beta band power sug-
gest diminished WM maintenance under high load. In 
contrast, a decline in temporo- occipital alpha power 
indicates enhanced attention allocation and informa-
tion processing.

• Neurophysiological and behavioral findings suggest 
greater resource depletion and reduced attentional 
control for negative facial expressions and high WM 
load.

• Pupil dilation during emotion discrimination and tar-
get fixation during the WM encoding/retrieval phase 
indicate an interaction between load and emotion.

FIGURE 1    |    Functional brain networks involved in a dual- task alternating between facial emotion discrimination and visuo- spatial working 
memory load. Key regions from which activity can be measured with magnetoencephalography (MEG) are colored in orange, blue, and green for the 
subprocesses of (A) emotional face processing, (B) working memory, and (C) distraction inhibition.
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Deouell 2000) and correlates with reaction times in emotion dis-
crimination tasks (Monroe et al. 2013).

The theory of prototype- referenced shape encoding was pro-
posed to explain mechanisms underlying the processing of con-
figural facial features (Leopold et  al.  2001, 2006). In contrast 
to bottom- up mechanisms (Vuilleumier 2005; Vuilleumier and 
Huang 2009), this theory suggests a top- down guided contras-
tive mechanism that compares figural variations with an in-
ternal face template. Deviations from this template enable the 
discrimination of facial configurations, including facial expres-
sion (Skinner and Benton  2010). Hence, the difficulty of dis-
criminating a face increases with its resemblance to the internal 
template (top- down effect). In cases of high similarity, amplified 
processing and greater attention toward the face may contribute 
to more accurate differentiation.

Figure  1A illustrates key brain areas involved in emotional 
face processing (Vuilleumier et  al.  2003; Vuilleumier and 
Pourtois 2007; Winston et al. 2003; Posamentier and Abdi 2003; 
Weidner et  al.  2024). Some of these regions are linked to the 
mirror neuron system and facilitate the interpretation of ex-
pressions (Carr et al. 2003; Haxby et al. 2000; Montgomery and 
Haxby 2008; Pitcher et al. 2008; Said et al. 2011).

Studies have demonstrated that increased perceptual or WM 
load can attenuate event- related components associated with 
emotional face processing (Cao et  al.  2022; van Dillen and 
Derks 2012; Wang et al. 2016; Yang et al. 2015, but cf. Müller- 
Bardorff et al. 2018; Gläscher et al. 2007; see Brockhoff et al. 2022 
for review), as well as the ability to discriminate facial expres-
sions (Cao et  al.  2022; Lim et  al.  2014). Moreover, van Dillen 
and Koole (2009) reported a behavioral interaction between fa-
cial emotion and WM load, with longer reaction times for angry 
compared to happy faces only during low but not high load 
(see also van Dillen and Derks  2012). The authors attributed 
this phenomenon to increased attentional demands caused by 
the negative information. This interference effect is mitigated 
during high load due to increased attentional control toward the 
WM task to maintain task performance.

MacNamara et al. (2012) appears to be the only study to examine 
neurophysiological evidence alongside gaze behavior. Their study 
employed fearful and neutral facial distractors during a WM task 
with two load levels. The authors observed more fixations for 
neutral compared to fearful faces and high compared to low WM 
load, but no interaction effect between WM load and emotional 
distraction on gaze- related measures. The faces were always pre-
sented as distractors during the WM maintenance phase. This 
leaves the question open of how WM load and emotionally neg-
ative and positive expressions affect gaze behavior in scenarios 
where faces are (1) context- specific distractors or targets, and 
(2) presented not only during maintenance but also simultane-
ously during WM encoding and retrieval. Fixation duration and 
pupil size seem to reliably increase with emotional arousal (see 
Skaramagkas et al. 2021 for review), and provide useful measures 
for investigating interference as indicated by increased fixation 
duration and pupil size for negative facial distractors and targets 
across WM phases. Unfortunately, MacNamara et al. (2012) did 
not include these gaze measures in their analysis.

1.2   |   WM Load in a Dual- Task

WM requires an interplay of attention, perception, and response 
selection (see Figure 1B; for meta- analyses, see D'Esposito and 
Postle 2015; Kim 2019; Rottschy et al. 2012).

Neuroimaging studies reported increased activation in the 
anterior insula, medial prefrontal cortex (mPFC) and inferior 
frontal gyrus (IFG) with increasing load (Cairo et  al.  2004; 
Rottschy et  al.  2012; Tomasi et  al.  2007; see Figure  1B). 
However, during high WM load, where capacity reaches its 
limits, neural activation can be attenuated in the primary 
motor and sensory cortices, precuneus, and anterior temporal 
lobe (Chen et al. 2023; Michels et al. 2010; see Figure 1B). Such 
reduced activation during high compared to low WM load ap-
pears to be correlated with performance and an attenuated 
representation of task- relevant information (Leung et al. 2004; 
Michels et al. 2010). Previous magneto-  and electrophysiolog-
ical research suggests that WM load modulates oscillatory 
power in different frequency bands (for review, see Pavlov and 
Kotchoubey  2022): As WM load increases, increased frontal 
theta and decreased parietal alpha and beta power were found 
(Scharinger et  al.  2015, 2017). However, the role and direc-
tion of oscillatory modulations in the alpha and beta band 
and their link to increasing visual WM load remain incon-
clusive (Chen and Huang 2015; Pavlov and Kotchoubey 2022; 
Proskovec, Wiesman, et  al.  2019; Proskovec, Heinrichs- 
Graham, et al. 2019). Notably, Pavlov and Kotchoubey (2022) 
reported that in over 80% of the reviewed studies, WM load 
modulated alpha and beta band oscillations in the same di-
rection, either both increasing or decreasing. In their MEG 
study, Proskovec, Heinrichs- Graham, et al.  (2019) found that 
high WM load enhanced occipital alpha activity during main-
tenance but decreased it during encoding. Notably, high- load 
WM simultaneously caused greater alpha suppression in pa-
rietal cortices during maintenance, contrasting with load- 
related alpha power increases in occipital areas (see also 
Michels et al. 2010). The authors concluded that whether alpha 
band power increases or decreases with increasing load de-
pends on the specific brain region (occipital vs. parietal) and 
WM phase (encoding vs. maintenance; Proskovec, Heinrichs- 
Graham, et al. 2019). Alpha oscillations are assumed to act as 
a gating mechanism for top- down allocation of attention to 
task- relevant and suppression of task- irrelevant neural activ-
ity (Bonnefond and Jensen 2012; Boonstra et al. 2013; Jokisch 
and Jensen 2007; Klimesch et al. 2007; Schroeder et al. 2018; 
Proskovec, Wiesman, et al. 2019; Fries et al. 2001). The neu-
ral suppression protects task- relevant information and activity 
from interference (Chen and Huang 2015; Gevins et al. 1997; 
Pavlov and Kotchoubey  2022). In line with this assumption, 
temporo- occipital alpha band modulations appear to correlate 
with individual performance differences (Bonnefond and 
Jensen 2012; Proskovec, Wiesman, et al. 2019).

At the behavioral level, WM retrieval accuracy declines and 
reaction time increases as WM load increases (van Dillen and 
Derks  2012; Yang et  al.  2015; Wang et  al.  2016; MacNamara 
et al. 2012; Tavares et al. 2016). Increasing load also affects gaze 
behavior, leading to increased fixation durations and a larger 
pupil size (Skaramagkas et al. 2021).
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1.2.1   |   Emotional Distractor Inhibition During WM

Several studies have shown that prefrontal areas play a role 
in goal- directed attention control and resource allocation to 
suppress effects of distracting task- irrelevant emotional infor-
mation (Dolcos and Denkova 2014; García- Pacios et al. 2015b, 
2017; Iordan et  al.  2013; Ochsner and Gross  2005; Yoon 
et al. 2006). Compared to neutral distractors, emotional dis-
tractors appear to attenuate and even disrupt WM- related 
neural processes (see Schweizer et al. 2019 for a meta- analysis 
and Dolcos and Denkova 2014; Dolcos et al. 2011 for reviews). 
Regulatory frontal areas that counteract these distraction ef-
fects comprise dorsal areas including the dorsolateral PFC 
(dlPFC), mPFC, ACC, as well as ventral regions including 
the ventrolateral PFC (vlPFC), OFC, and IFG (Ochsner and 
Gross 2005; see Figure 1C).

Studies investigating oscillatory processes reported an increase 
in posterior alpha power in response to visual distractions, 
suggesting enhanced top- down suppression of irrelevant neu-
ral activity (Bonnefond and Jensen 2012; Boonstra et al. 2013; 
Jokisch and Jensen  2007; Klimesch et  al.  2007; Schroeder 
et al. 2018).

A magnetoencephalography (MEG) study has yielded insights 
into the temporal dynamics of emotional image distraction 
inhibition in a delayed- recognition paradigm (García- Pacios 
et  al.  2015b, 2017). These temporal dynamics revealed that 
functional connectivity of frontal and parietal regions was re-
duced in early time windows due to the detection of emotional 
distractors (50–150 ms after distractor onset). This was followed 
by the involvement of prefrontal control processes to suppress 
distractions and re- establish the fronto- parietal WM processes 
(250–460 ms after distractor onset; García- Pacios et  al.  2015b, 
2017). The pattern was particularly pronounced for emotion-
ally negative distractions (García- Pacios et  al.  2015b, 2017). 
Behaviorally, García- Pacios et  al.  (2015a) reported increased 
reaction times and reduced accuracy during negative com-
pared to positive and neutral distraction, whereas no differ-
ences were observed between positive and neutral images. As 
one of the few studies assessing subjectively perceived valence 
and arousal of distractor images, they found that participants 
rated positive images highest in valence, followed by neutral 
and negative images. In contrast, arousal ratings were highest 
for negative images, followed by positive and neutral images 
(García- Pacios et  al.  2015a). Other behavioral studies have re-
ported interaction effects between WM load and the valence of 
distractors. WM performance declined during high but not low 
load scenarios for negative compared to positive and neutral dis-
tractors (Tavares et al. 2016; Li et al. 2012 for image distractors; 
cf. Schweizer et al. 2019 for a meta- analysis; and cf. van Dillen 
and Derks 2012; Yang et al. 2015; Wang et al. 2016; MacNamara 
et al. 2012 for facial distractors).

1.3   |   Research Question

Taken together, existing evidence on interaction effects be-
tween WM load and emotional expressions primarily stems 
from electrophysiological (Brockhoff et al. 2022; van Dillen and 

Derks  2012; Schindler and Bublatzky  2020) or neuroimaging 
studies (Gläscher et al. 2007; Müller- Bardorff et al. 2018), often 
without the inclusion of gaze behavior (but see MacNamara 
et al. 2012) and with either poor spatial or temporal resolution. 
Most of the studies did not examine interaction effects on a face- 
related task (but see van Dillen and Derks 2012; Van Dillen and 
Koole  2009) and none used a task explicitly emphasizing the 
emotional expressions. Some studies employed only one WM 
load level (García- Pacios et al. 2015b, 2017). Others were limited 
to two emotion conditions (negative vs. positive in van Dillen 
and Derks 2012; negative vs. neutral in MacNamara et al. 2012; 
Tavares et al. 2016) or used images as emotional stimuli (García- 
Pacios et al. 2017; Tavares et al. 2016; Li et al. 2012). In addi-
tion, all existing studies focused on distraction effects during 
WM maintenance (García- Pacios et al. 2017; Li et al. 2012; van 
Dillen and Derks 2012; Yang et al. 2015; MacNamara et al. 2012; 
Tavares et al. 2016) without investigating effects during WM en-
coding/retrieval. Finally, electrophysiological studies on emo-
tional face processing under different load levels have reported 
inconsistent findings regarding which components and pro-
cesses are modulated by an interaction (Brockhoff et al. 2022; 
van Dillen and Derks 2012; Müller- Bardorff et al. 2018; Schindler 
and Bublatzky 2020; Yang et al. 2015).

In sum, the evidence for neurophysiological, gaze- related, and 
behavioral effects of multiple WM load levels and phases, as 
well as facial distractors including negative, neutral, and pos-
itive expressions, remains inconclusive. To address this, the 
present study examines the effects of WM load and emotion, 
and specifically their interaction, on (a) neurophysiological 
dynamics, (b) oscillatory signatures, (c) gaze behavior, (d) 
performance, and (e) subjective ratings during facial emo-
tion discrimination and WM in a dual task. For the WM 
load manipulation, we employed an n- back paradigm with 
two load levels: 1- back (low WM load; LW) and 2- back (high 
WM load; HW). The n- back task is widely used to investigate 
WM (Kim 2019; Schmiedek et al. 2014) and is well- suited for 
dual- task paradigms (e.g., Kimura and Matsuura 2023; Unni 
et al. 2017). Our experimental paradigm required participants 
to maintain n- back- related information in WM while simulta-
neously performing the emotion discrimination subtask (i.e., 
facial emotion discrimination phase with WM maintenance). 
To assess facial emotion effects, happy (high valence; HV), 
neutral (average valence; NV), and angry (low valence; LV) 
expressions were used as target stimuli in the discrimination 
task. In the subsequent visuo- spatial WM encoding/retrieval 
phase, the same faces appeared as distractors while partici-
pants compared and updated n- back target information (see 
Figure  2). Brain activity and gaze behavior were simultane-
ously recorded using whole- head MEG and eye- tracking.

Given that previous research has only investigated isolated as-
pects of interacting emotion processing and WM load in the 
visual domain (regarding stimulus material, number of load 
levels, and time point of distraction), the current study aims 
to provide a more comprehensive understanding through the 
dual- task paradigm. It integrates multimodal evidence to inves-
tigate the circumstances under which interaction effects occur 
and how they manifest in emotional face processing and visuo- 
spatial WM.
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1.3.1   |   Hypotheses

Table 1 provides an overview of the hypotheses investigated in 
this study, structured by measure, dual- task phase, and effect 
type. In subsequent sections, hypotheses are referenced by their 
respective IDs.

Based on previous research, we hypothesized that the processing 
of emotional facial expressions would modulate event- related 
magnetic fields (ERFs; H.1–4a and H.17–20a), while WM load 
would manifest in changes of oscillations (during maintenance; 
H.5–8b; and encoding/retrieval; H.13–16b).

1.3.1.1   |   Facial Emotion Discrimination Phase. During 
the discrimination, we expected a main effect of emotional expres-
sion on ERFs associated with emotional face processing (H.1–4a). 
Positive faces should lead to a processing advantage in gaze- related 
measures (H.1–4c), performance (H.1–2d) and ratings (H.1–3e). 
Concurrent high WM load induced by the n- back subtask is 
assumed to modulate oscillatory power in frequency bands linked 
to WM maintenance (H.5–8b) and affect gaze- related measures 
(H.5–8c), performance (H.5–8d), and ratings (H.5–8e).

Interaction: An interaction effect with WM load is hypothe-
sized to manifest in the form of attenuated emotion- related ERF 
modulations (H.9–12a) and maintenance- related oscillatory 
signatures (H.9–12b). This effect should be particularly visible 
for negative faces (García- Pacios et  al.  2015b, 2017; Schweizer 
et al. 2019). For positive faces, a high WM load should mitigate 
any processing advantages observed in gaze- related measures 
and performance (H.9–11c–e).

1.3.1.2   |   Visuo- Spatial WM Encoding/Retrieval 
Phase. During the n- back phase, we predicted a main effect 
of WM load on oscillatory signatures (H.13b), characterized by 
increased frontal theta power (H.14b) and decreased parietal alpha 
and beta power (H.15b). To regulate effects of task- irrelevant facial 
distractors, posterior (occipital and temporal) alpha power should 
suppress irrelevant neural activity associated with emotional face 
processing, assuming cognitive resources for attentional control 
are available (H.13a,16b). Gaze- related and behavioral measures 
should reflect goal- directed attention allocation (H.13–14, 16c) 
and an increase in cognitive effort during high WM (H.13–16c–e).

Interaction: However, for negative facial expressions combined 
with a high WM load, we anticipated an interaction effect with 
task interference due to heightened processing demands and 
depleted resources (H.17–20a–e). Consequently, due to loss of 
attentional control, we expected to observe enhanced ERFs re-
lated to task- irrelevant emotional face processing during the n- 
back encoding/retrieval phase (H.17–20a,c), along with reduced 
WM- related frontal theta (H.18b) and increased parietal alpha 
and beta power (H.19b), as well as decreased regulatory poste-
rior alpha power (H.20b).

2   |   Methods and Materials

2.1   |   Participants

A total of 47 healthy volunteers (mean age = 24.87 years, 
SD = 3.28, range: 19–33 years, 27 females, and 20 males) partici-
pated in the study. A power analysis was conducted, indicating 

FIGURE 2    |    Dual- task experiment alternating between facial emotion discrimination with three emotional expressions (LV: low valence, NV: 
neutral valence, and HV: high valence) and a color- based spatial n- back subtask with two working memory (WM) load levels (1-  and 2- back). ITI: 
Inter- stimulus interval. WM maintenance is required during the emotion discrimination phase. WM encoding of the new target position and retriev-
al (i.e., matching of the target position with n trials back) co- occur during the n- back phase. Across a block, emotional expression and WM load level 
remain the same. Facial stimuli are task- relevant in the emotion discrimination phase, while they are task- irrelevant in the n- back phase.
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a required sample size of at least 36 participants to detect an 
effect of small to medium size (ηp

2 = 0.03) with an � of 0.05, 
power (1 − β) of 0.8, and estimated correlation of repeated mea-
sures at r = 0.5.

All participants were right- handed, had normal or corrected- 
to- normal vision, and reported no color blindness, neuro-
logical diseases, psychiatric disorders, or consumption of 
psychoactive medication or drugs. They gave written in-
formed consent before the experiment and received monetary 
compensation for their participation. The experiment was ap-
proved by the Commission for Research Impact Assessment 
and Ethics at the Carl von Ossietzky University, Oldenburg, 
Germany (Ref: EK/2018/070) and conducted in compliance 
with the Declaration of Helsinki.

For the MEG source- space analyses, we excluded participants 
with technical issues (n = 5), missing anatomical T1 due to 
claustrophobic attacks in the MRI scanner (n = 3), and a very 
low n- back performance of below 50% accuracy (n = 1). This 
exclusion resulted in 38 MEG datasets (mean age = 24.87 years, 
SD = 3.36, age range: 19–33 years, with 22 females and 16 males). 
For the eye- tracking analysis, seven participants were excluded 
due to insufficient calibration or data quality (N = 40, mean 
age = 24.68 years, SD = 3.07, age range: 19–33 years, with 25 fe-
males and 15 males).

2.2   |   Procedure and Material

The experiment comprised 18 pseudo- randomized blocks, 
divided into three rounds, with six blocks per round and 24 
trials within each block (see Figure S1). Within each round, 
the six conditions (two WM levels × three emotional expres-
sions) were presented in random order. Each block started 
with a countdown followed by a fixation cross presented for 
3000 ms. Afterwards, participants had to perform a dual- task 
with two subtasks in each trial. First, they were given a fa-
cial emotion discrimination task followed by a visuo- spatial 
n- back task (Figure 2). At the end of each block, participants 
rated their overall perceived effort using an adapted version 
of the NASA Task Load Index (NASA- TLX) subscale (Hart 
and Staveland 1988) as well as the overall arousal and valence 
using the Self- Assessment Manikin (SAM) subscales (Bradley 
and Lang  1994). Participants underwent two practice blocks 
at the beginning of the experiment to ensure sufficient task 
comprehension.

2.3   |   Facial Emotion Discrimination Phase

Face images used for emotion discrimination were obtained 
from the validated FACES database (Ebner et al. 2010) after per-
mission was granted. The database comprises 513 naturalistic 
Caucasian faces. Each identity was depicted in three images 
with either a happy (high valence, HV or positive), angry (low 
valence, LV or negative), or neutral expression (neutral/aver-
age valence, NV; see Figure 2). Images were balanced for each 
condition regarding gender and age group (young, middle- aged, 
and elderly faces). Within each trial, a face image was presented 
for 1000 ms in the middle of the screen and participants had to 

discriminate whether the face had a neutral or emotional ex-
pression. The facial expression condition (LV, NV, or HV) was 
constant throughout a block, but identities were randomly se-
lected from the pool of 171 faces without repetition of the same 
image within the block.

2.4   |   Visuo- Spatial N- Back Phase

The color- based visuo- spatial n- back task was an adapted 
version of von Lühmann et  al.  (2019). Eight colored squares 
(red, magenta, blue, turquoise, green, yellow, orange, and 
grey) were arranged equidistantly in a circle. In the middle 
of the circle, the static face image of the previous facial emo-
tion discrimination phase was repeated to achieve a simulta-
neous emotion- based interaction during the n- back encoding/
retrieval phase. Above the face image, a colored target number 
indicated the current target color and n- back level (Figure 2). 
The colored target number remained the same over a whole 
block and was initially presented at the beginning of each 
block for 1000 ms (Figure 2; n- back instruction in Figure S1). 
The color of each square changed trial- wise within the block. 
For each trial, they had to compare whether the position of 
their target color was either the same as n trials before (same 
n- back position) or not (different n- back position). Participants 
performed two WM load levels—a low WM load condition 
with a 1- back and a high one with a 2- back. Since the n- back 
interval of remembering the position between trials was quite 
long, at 10.5–11.5 s, we decided against choosing a high WM 
load condition above 2- back.

2.5   |   Response Format

We used two response pads with the buttons positioned below 
the index fingers of the left and right hands. To avoid a fixed 
button- to- response mapping, resulting in anticipation effect 
during the face image and n- back presentation, mapping 
changed on each trial and was indicated by the direction of 
an arrow (Figure  2). The arrow was presented for 1000 ms 
after the emotion discrimination phase and 1500 ms after 
the n- back phase. It pointed to the button mapped to an emo-
tional facial expression or the same n- back position. In case 
of an emotional facial expression or the same n- back position, 
participants had to press the button the arrow pointed to as 
quickly as possible. In the cases of a neutral face or different 
n- back position, they had to press the button opposite the 
arrow point. The response interval was followed by an inter- 
stimulus interval (ITI) with a jittered length of 1500–2000 ms. 
In the 1000 ms of the ITI after the n- back encoding/retrieval 
phase, they received auditory feedback via in- ear headphones 
on whether their n- back response was correct or not. We did 
not provide feedback on emotion discrimination to avoid dis-
rupting subsequent emotion- based effects.

2.6   |   Data Acquisition

The experimental dual- task was created and presented using 
Python 3.7 and PyGame (1.9.6). We used a parallel port and 
Expyriment (0.10.0) to send synchronization and response triggers 
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to the MEG system. The dual- task was displayed using rear projec-
tion on a screen measuring 750 × 428 mm inside the MEG cham-
ber with a resolution of 1400 × 1050 pixels (Panasonic PT- DS 12 
KE, 60 Hz refresh rate). The back- projection screen was positioned 
115 cm away from the participant's eyes. The screen covered 15.07° 
of visual angle in width and 8.73° in height from the center. The 
face stimuli were centrally presented as rectangles on a dark grey 
background (#191919), each extending 3.30° of visual angle in 
height and 3.46° in width. The circle of squares had a radius of 
7.60° (outer) and 6.41° (inner) of visual angle in height and 9.95° 
(outer) and 8.40° (inner) of visual angle in width from the center.

2.6.1   |   Eye- Tracking

We recorded gaze behavior during the experiment using a MEG- 
compatible infrared eye- tracking device (EyeLink 1000 Plus; SR 
Research Ltd., Ottawa, Canada) with a 1 kHz sampling rate. A 
9- point calibration was performed at the beginning of each ex-
periment and a drift correction at the beginning of each block. 
The average calibration error was kept below 0.5° of visual angle 
(max < 1.0°).

2.6.2   |   MEG

Neuromagnetic signals were recorded using a 306- channel 
whole- head MEG system (Elekta Neuromag Triux, Elekta Oy, 
Helsinki, Finland) with 102 magnetometer and 204 orthogo-
nal planar gradiometer sensors. The MEG system was located 
inside a magnetically shielded chamber (Vacuumschmelze, 
Hanau, Germany). The dewar was positioned at 68° with 
participants seated underneath the MEG sensors in an up-
right position. Five head position indicator coils (HPI) were 
attached to the participant's head to enable continuous po-
sition tracking during the recording. We digitized coil posi-
tions along with anatomical landmarks (nasion, left; LPA; 
and right pre- auricular; RPA; points) and at least 200 head- 
shape samples (Whalen et al. 2008) using a Polhemus Fastrak 
(Polhemus, Colchester, VT, USA) to later co- register the MEG 
data with the structural T1 MRI scans. The MEG signals were 
recorded without internal active shielding, at a sampling rate 
of 1 kHz, and with an analogue online bandpass filtering be-
tween 0.1 Hz and 330 Hz.

2.6.3   |   Magnetic Resonance Imaging (MRI) Acquisition

To analyze the MEG data in source space, two structural T1- 
weighted MRI scans were obtained from each participant, 
which were averaged to get a better signal- to- noise ratio (SNR). 
Images were acquired using a Siemens Magnetom Prisma 3.0 
Tesla whole- body MRI machine (Siemens, Erlangen, Germany) 
with a 3D T1- weighted sequence (MPRAGE, TR = 2000 ms, 
TE = 2.07 ms, flip angle = 9°, voxel size = 0.75 × 0.75 × 0.75 mm3, 
GRAPPA = 2, field of view = 240 × 240, 224 sagittal slices, fat- 
saturated, TA = 7:45 min). The T1 images were segmented into 
specific brain tissues (i.e., white matter, brain, scull, and skin) 
and individual brain surfaces were reconstructed for source 
localization using FreeSurfer (v. 6.0.0; Dale et al. 1999; Fischl 
et al. 1999).

2.7   |   MEG Analysis

The analyses were performed using Python 3.9 and MNE- 
Python (v. 1.3; Gramfort et al. 2013).

2.7.1   |   Preprocessing in Sensor Space

To mitigate the influence of external noise, we applied a Maxwell 
filter to the MEG data, as implemented in MNE- Python (Taulu 
et  al.  2005; Taulu and Simola  2006) with the default settings 
(Lin = 8, Lout = 3, correlation limit between inner and outer sub-
spaces = 0.98; Taulu et  al.  2005; Taulu and Simola  2006). The 
filter uses spatiotemporal signal space separation (tSSS) to de-
compose the neuromagnetic signal into spatiotemporal com-
ponents originating from inside and outside the sensor helmet. 
Magnetic interference that does not originate from brain sources 
can thereby be attenuated. The Maxwell filter further allows for 
interpolating bad channels, transforming the data into a common 
coordinate system with equal origin for all rounds, and compen-
sating for head movements by transforming the signals to the 
initial head position based on the continuous HPI coil tracking. 
For three subjects, the continuous HPI coil tracking could not 
be properly recorded due to a technical issue. In these cases, no 
head movement correction was applied. The head movement 
correction quality was overall high, with a goodness of fit for 
the head position indicator coils exceeding 0.99 on a scale of 0 
to 1 across all participants. The average 3D head movement dis-
tance to the initial point, calculated from the indicator coils, was 
3.04 mm (SD = 1.78 mm), and 47.09% of the distances were below 
2 mm. Additionally, the average 3D head movement distance 
between consecutive samples (sampled at 1 kHz) was 0.18 mm 
(SD = 0.13 mm), with 97.85% of the distances falling within a 
2 mm threshold. After applying the Maxwell filter, raw data were 
downsampled to 100 Hz (Fourier method with a boxcar window; 
as implemented in scipy v. 1.11.4) and band- pass filtered using a 
4th- order infinite impulse response (IIR) Butterworth filter. In 
the time- domain analyses, a narrow frequency band was chosen 
with cutoff frequencies set at 0.1 and 20 Hz. In the frequency do-
main analyses, the chosen cutoffs were 0.1 and 42 Hz.

We analyzed two time windows of interest: the time interval 
starting from the presentation of the face during emotion dis-
crimination and from the presentation of the n- back wheel with 
concurrent facial distractor during the visuo- spatial WM encod-
ing/retrieval (Figure 2; red highlighted frames).

The filtered signals were segmented into epochs, each last-
ing  from 200 ms before stimulus onset to 1000 ms after the 
onset. For analysis of oscillatory power during the n- back 
encoding/retrieval phase, a larger time interval was se-
lected,   extending from 200 ms before to 2000 ms after the 
stimulus onset. We concatenated epochs from the three 
rounds and exclusively selected the magnetometer data for 
further analyses. We focus our analysis on magnetometers 
because they allow us to probe deeper sources (Hämäläinen 
et  al.  1993), such as orbitofrontal regions, the insula, or the 
cingulate cortex. These areas were revealed as key regions 
in prior studies investigating cognitive control mechanisms 
and emotional processing (Dong et  al.  2024; García- Pacios 
et al. 2017; Iordan et al. 2013).
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To remove cardiac- , blink- , and muscle- related artifacts, we 
performed a semi- automated independent component analysis 
(ICA) on the epoched data using the FASTER pipeline (v. 1.2; 
Nolan et al. 2010) and MNE- Python (Gramfort et al. 2013). We 
performed the ICA with components capturing at least 99% of 
the explained variance (M = 55.24, SD = 3.41 components for the 
time- based analysis and M = 57.57, SD = 2.88 for the frequency- 
based analysis) and using the extended infomax algorithm (Lee 
et  al.  1999). Components contaminated with eye movements 
were manually selected after visual inspection of the topography, 
time course, and power spectrum (Chaumon et al. 2015; Hipp 
and Siegel 2013). Afterwards, the automated FASTER algorithm 
was applied to remove further contaminated components with 
features suggested by Nolan et al. (2010). Electrocardiac signals 
were reconstructed from the MEG sensors to remove cardiac- 
related artifacts via the FASTER algorithm. For the time- based 
analysis, an average of 6.62 components (SD = 1.17; min = 4, 
max = 9) were removed per participant, while for the frequency- 
based analysis, an average of 7.26 components (SD = 1.38; 
min = 5, max = 11) were removed before back- projecting the sig-
nals into sensor space.

In the last step, we performed an epoch- wise baseline correction 
by subtracting the mean of the 200 ms window before the stimu-
lus onset. We excluded the initial epoch from each 1- back block 
and the first two epochs from each 2- back block. This was nec-
essary because the n- back load had not fully developed during 
these trials, resulting in a lower WM load as intended in the re-
spective condition.

2.7.2   |   Source Space Transformation

We reconstructed and localized the sources of the neural activ-
ity from the MEG sensor data (Hämäläinen et al. 1993).

To model the conductivity in the brain, we chose the numerical 
method of a boundary- element model (BEM; Mosher et al. 1999) 
with the FreeSurfer watershed tessellation algorithm (Ségonne 
et al. 2004). A single- shell head model with the triangulation of 
the inner skull was used to compute the geometry information 
in the form of the BEM solution with a conductivity value of 0.3 
Siemens/m.

The source space was created using a uniformly distributed 
grid of dipoles with positions and orientations according to 
the MNI305 (Montreal Neurologic Institute) space (Collins 
et  al.  1994) as implemented in FreeSurfer. We used icosahe-
dron subdivisions with distance- based spacing of 5 mm yield-
ing approximately 10,242 sources per hemisphere and a source 
spacing of 3.1 mm. This comprises a surface area per source of 
9.8 mm2. A neuroanatomical label was automatically assigned 
to each grid point based on the Desikan- Killiany atlas (Desikan 
et al. 2006; Fischl et al. 2004).

We performed the coregistration in a semi- automated approach 
following Houck and Claus (2020). First, anatomical landmarks 
in the MRI headspace (i.e., the fiducial points: LPA, RPA, and na-
sion) were estimated from an MNI305 brain template (fsaverage; 
Dale et al. 1999; Gramfort et al. 2013) and transformed to each 
participant's MRI coordinate space. The estimated landmarks 

were visually inspected for each subject and manually adjusted to 
enhance accuracy. In the next step, an initial fit including scaling, 
translation, and rotation to the MRI head surface was performed 
using only the fiducial points (relative weight for nasion = 10, LPA 
and RPA = 1). Next, head shape points and MRI were automati-
cally aligned using the iterative closest point (ICP) algorithm (6 it-
erations, nasion weight = 2, other points' weight = 1). In the third 
step, head shape points with a distance larger than 5 mm to the 
MRI skin surface were omitted. In the last step, the ICP algorithm 
was repeated with 20 iterations (nasion weight = 2). In two partic-
ipants, the recorded nasion landmark was slightly distorted com-
pared to the rest of the head shape points and fiducials. Therefore, 
we reduced the nasion weight parameter to 1 and increased the 
weight of the RPA and LPA to 2 for these participants to acquire a 
better fitting. Our approach yielded an average distance between 
head shape points and MRI skin surface of M = 1.62 (SD = 1.18) 
mm across participants.

Afterwards, we calculated the leadfield matrix using the coregis-
tration model, source space, and BEM solution for each partici-
pant. The noise- covariance matrix was estimated from epoched 
data using a period of 200 ms before the stimulus onset. Ledoit- 
Wolf shrinkage was applied for regularization, and the alpha pa-
rameter was optimized through a cross- validated search. The rank 
was inferred from the Maxwell filtering header.

Subject- wise source reconstruction requires a forward model 
with rank estimation and a depth prior. As with the noise cova-
riance matrix, ranks were inferred from the data. Additionally, 
the depth prior was estimated from the data using a weighting 
exponent of 0.8. We chose the Minimum Norm Estimate (MNE) 
as the inverse solution method, applying a loose orientation con-
straint (“weight” = 0.2; Lin et al. 2006). Pooling was performed 
by taking the norm of the loose orientations. In scenarios where 
reliable a priori information about source generators is uncer-
tain—as is often the case in complex cognitive tasks—MNE is 
a valuable linear inverse method for projecting sensor measure-
ments into source space (Hauk 2004). It estimates a source distri-
bution with minimum (L2- norm) current that best accounts for 
the measured data (Hämäläinen et al. 1993). In the time- locked 
ERF analysis, the inverse operator was applied to the evoked 
data with an SNR of 3; while in the oscillatory power analysis, 
it was applied to the epoched data with an SNR of 1 (Gramfort 
et al. 2013; Lin et al. 2006). The SNR influences the regulariza-
tion for scaling the noise- covariance matrix.

2.7.3   |   Inferential Statistics of the ERFs 
and Oscillatory Power

For the group- level statistical comparisons, the individual es-
timated source activity or power spectral density of each con-
dition was morphed to the average FreeSurfer brain template 
fsaverage (Fischl et al. 1999; Gramfort et al. 2013). This morph-
ing transforms the source space of individual subjects into the 
same source space.

We computed the power spectral density of the inverse solution 
from epoched data using the multitaper method with discrete 
prolate spheroidal sequence (DPSS) windows and a bandwidth 
of 2 Hz. Cut- offs of the frequency bands range from 4 to 7 Hz 
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for theta, 8 to 12 Hz for alpha, 13 to 20 Hz for low beta, 21 to 
29 Hz for high beta, and 30 to 42 Hz for gamma (Pavlov and 
Kotchoubey 2022).

We performed the group- level statistic for the time- locked 
ERFs and oscillatory power per frequency band during the 
two dual- task phases (Figure 2) in two steps: We first tested for 
significant main effects of emotional expression, WM load, or 
a significant interaction of the two factors in a repeated mea-
sures analysis of variance (rmANOVA) using spatiotemporal 
(ERFs) or spatial (oscillatory power) one- sided non- parametric 
permutation- based clustering (Maris and Oostenveld 2007) with 
5000 permutations. Permutation- based clustering is a mass- 
univariate statistical approach that enables data- driven sta-
tistical testing across spatial (each vertex) and temporal (each 
time point) dimensions while controlling for the family- wise 
error (Maris and Oostenveld 2007). Traditional univariate ERP/
ERF statistics, such as an ANOVA on mean or peak ampli-
tudes at specific locations and within predefined time intervals, 
offer higher statistical sensitivity but provide limited tempo-
ral and spatial resolution of effects (Pernet et al. 2015; Groppe 
et al. 2011). A mass- univariate approach is particularly advanta-
geous when component latencies fluctuate due to experimental 
factors, such as complex stimulus material (Bentin et al. 1999). 
In permutation- based clustering, a cluster is considered to have 
a significant effect if the sum of F- values surpassed a predefined 
threshold—here the 95th percentile (𝛼 < 0.05)—of the F- value 
distribution in randomized data (Maris and Oostenveld 2007). 
To determine which group comparison differed significantly, 
we performed two- sided post hoc t- tests on the respective 
comparisons of the significant main or interaction effect with 
permutation- based clustering as a second step. The analysis 
window was confined to the significant time window from the 
rmANOVA effect to reduce the number of samples along the 
temporal dimension while preserving spatiotemporal insights 
(Groppe et al. 2011). In case of a significant main effect, we aver-
aged data over the other main effect and estimated the source ac-
tivity as described above for the post hoc t- statistics. Significant 
clusters were projected on a 3D brain (fsaverage) visualizing the 
statistical values (i.e., F- values and t- values) per cluster.

2.8   |   Eye- Tracking and Behavioral Analysis

2.8.1   |   Gaze Behavior

We processed the eye- tracking data by interpolating gaps of 
missing samples in the time series. This was done using a cubic 
spline method, with a tolerance for maximum data loss of 75 
samples. Subsequently, the time series were smoothed with a 
median- based rolling window of 20 ms.

Pupil dilation was initially recorded using an arbitrary unit, de-
fined as the number of pixels on the eye- tracking camera that 
represented the pupil. To convert this measurement into milli-
meters, we measured an artificial eye with a known, fixed pupil 
area of 8 mm to obtain a scaling factor.

and applied the scaling as follows:

While we partially compensated for drifts in the centered eye po-
sition at the start of each block, we observed a downward shift 
along the y- axis over time. To counteract this bias, we applied a 
subject- wise corrective offset to all trials. The offset was calcu-
lated for each subject by measuring the deviation between the 
screen center and the average y- coordinate of fixations within 
a ring- shaped region of interest (ROI) surrounding all squares 
during the n- back encoding/retrieval phase. To reduce the in-
fluence of outliers, deviations exceeding 100 pixels were trun-
cated, which affected 34.14% of cases. The average correction 
offset across subjects was M = 69.97 (SD = 31.52) pixels, which 
corresponds to M = 1.17° (SD = 0.53°) in visual angles. For the 
analyses, we used fixations detected by the SR Research online 
parser and extracted the following parameters: Mean fixation du-
ration, the total count of fixation on the face ROI, and averaged 
pupil dilation during fixations during both dual- task phases as 
well as the onset and total count of fixation on the square at the 
target position and of the target color during the n- back phase. 
The ROI of the face stimulus was defined as a centered ellipse 
with a width radius of 5.93° and a height radius of 4.85° of visual 
angle (see Figure S6). The ROIs for the squares were defined as 
circles positioned around the square with a radius of 73 pixels 
(Figure S6). To account for family- wise error across the 10 mod-
els, we corrected the � threshold for the statistical models using 
the Bonferroni method.

2.8.2   |   Performance and Ratings

Behavioral data comprised performance measures of made er-
rors in percentage (including false responses and misses) and 
reaction time (measured in seconds) during the trials, as well as 
the subjective ratings of perceived valence, arousal, and effort 
provided at the end of each block.

2.8.3   |   Inferential Statistics of Gaze Behavior, 
Performance, and Ratings

We analysed the main effects of emotional expression and WM 
load as well as interactions on gaze behavior, task performance, 
and ratings using linear mixed models (Baayen et  al.  2008; 
Bates et  al.  2015) as implemented in the toolbox pymer4 
(0.8.0; Jolly  2018). Data for each dependent variable were z- 
standardized, and outliers exceeding the 95th percentile were 
removed. Additionally, we included the participant variable as 
random intercepts in the models to account for non- systematic 
variations among individuals. The Satterthwaite approxima-
tion was applied to adjust the degrees of freedom for heterosce-
dasticity (using the “anova” method in lmer4; v. 1.1–14; Bates 
et al. 2015). As post hoc analyses of significant effects, we per-
formed non- parametric bootstrapping of group comparisons 
with 5000 iterations. Grand averages and their 95th percentile 
confidence intervals (CI) of the comparisons were plotted as 
boxplots. Comparable to the MEG analyses, comparisons with 
their mean's CI not including zero were considered significant 
(Cumming and Finch 2005).

Scaling factor:
8

√

2107
= 0.174

Pupil dilation in mm = scaling factor ×
√

pupil dilation (AU)
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3   |   Results

3.1   |   Behavioral Results of Performance 
and Subjective Ratings

Linear mixed models assessed whether WM load modulates a 
processing advantage of positive faces and a disadvantage of 
negative faces in facial emotion discrimination (Van Dillen and 
Koole 2009; van Dillen and Derks 2012; H.9–10d–e). For n- back 
retrieval, they examined whether high WM load and negative 
faces deplete cognitive resources, increasing WM task interfer-
ence compared to neutral and positive faces under high WM 
load (Van Dillen and Koole 2009; van Dillen and Derks 2012; 
H.17–18d–e). Model results are provided in detail in Table S1.

3.1.1   |   Errors and Reaction Times

Consistent with the subtask- specific manipulation, we ob-
served a significant main effect of emotional expression 
(F(2,230) = 24.52, p < 0.001) on discrimination errors and a sig-
nificant main effect of WM load (F(1,230) = 68.27, p < 0.001) on 
retrieval errors in the n- back subtask. In line with our hypoth-
esis (H.1d), more errors were made during the discrimination 
of negative and neutral compared to positive faces (LV–HV: 
M = 0.124; 95% CI [0.079, 0.181]; HV–NV: M = −0.090; 95% 
CI [−0.151, −0.033]; Figure 3A). During the n- back retrieval, 
high WM load in the 2- back resulted in more errors com-
pared to the 1- back (HW–LW: M = 0.069; 95% CI [0.038, 0.108]; 
Figure  3B; H.13d). There was neither a significant main 

effect of WM load for emotion discrimination (F(2,230) = 0.05, 
p = 0.826; H.5d) nor a significant interaction in the subtasks 
(discrimination H.9d: F(2,230) = 0.30, p = 0.741; n- back retrieval 
H.17d: F(2,230) = 0.01, p = 0.988).

Likewise, post hoc comparisons of a significant main effect of 
emotional expression (F(2,230) = 15.27, p < 0.001) revealed longer 
reaction times when discriminating negative and neutral com-
pared to positive faces (LV–HV: M = 0.017; 95% CI [0.004, 0.029]; 
HV–NV: M = −0.026; 95% CI [−0.041, −0.011]; Figure 3C; H.2d). 
During the n- back retrieval, we found a significant main effect 
of WM load (F(1,230) = 15.21, p < 0.001) with increased reaction 
times during high WM load (HW–LW: M = 0.017; 95% CI [0.006, 
0.027]; Figure 3D; H.14d).

Surprisingly, a significant main effect of WM load (F(1,230) 
= 9.91, p = 0.002) indicated shorter reaction times during emo-
tion discrimination, regardless of facial expression (HW–LW: 
M = −0.0123; 95% CI [−0.020, −0.005]; Figure 3C; H.6d). To ex-
amine whether this decline reflects a speed- accuracy trade- off 
under high WM load, we performed a follow- up analysis. No 
significant relationship was observed between reaction time 
changes and accuracy under high WM load (Spearman rank 
correlation: rs = 0.107, p = 0.475). However, irrespective of WM 
load, reaction times were strongly correlated with discrimina-
tion errors (rs = 0.453, p < 0.001). Similar to the error results, 
there was no significant interaction between emotional expres-
sion and WM load on reaction time in the emotion discrimina-
tion (F(2,230) = 0.11, p = 0.898; H.10d) nor n- back retrieval (F(2,230) 
= 0.28, p = 0.754; H.18d).

FIGURE 3    |    Post hoc comparisons of the main effects of emotional expression (red) and WM load (blue) for behavioural performance that is errors 
and reaction time as well as subjective valence, arousal and effort. Colored dots and error bars represent the bootstrapped grand averages and their 
Bonferroni- corrected 2.5th and 97.5th confidence interval (CI) across participants. HV: high valence; HW: high WM load; LV: low valence; LW: low 
WM load; NV: neutral valence. Significance level from the linear mixed models: ***p < 0.001, **p < 0.01, *p < 0.05.
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3.1.2   |   Subjective Valence, Arousal, and Effort

The following linear mixed models analysed the effects of emo-
tion expression (H.1–3e) and WM load (H.5–7,13e), as well as 
their interaction, on perceived overall valence, arousal, and ef-
fort across the block (H.9–10, 17e). There were significant main 
effects of WM load (F(1,230) = 6.27, p = 0.013) and emotional 
expression (F(2,230) = 18.80, p < 0.001) for valence (Figure  3E), 
significant main effects of WM load (F(1,230) = 41.08, p < 0.001) 
and emotional expression (F(2,230) = 3.33, p < 0.038) for arousal 
(Figure  3F), and a significant main effect of WM load (F(1,230) 
= 75.71, p < 0.001) for perceived effort (Figure  3G). There was 
no significant main effect of emotional expression on effort rat-
ings (F(2,230) = 1.93, p = 0.148; Table S1; H.7e), nor were there sig-
nificant interaction effects on valence, arousal, or effort ratings 
(Table S1; H.9–10e).

The post hoc analyses revealed higher valence ratings for 
positive compared to negative (LV–HV: M = −0.698; 95% CI 
[−1.048, −0.324]) and neutral expressions (HV–NV: M = 0.595; 
95% CI [0.280, 0.919]; H.1e). There was no significant differ-
ence in rated valence scenarios with negative and neutral faces 
(H.1e). Valence ratings were lower for high compared to low 
WM load scenarios, indicating that facial expressions were 
generally perceived more negatively under high WM (HW–
LW: M = −0.252; 95% CI [−0.544, 0.009]; n.s.; H.5e). Negative 
compared to neutral faces and high compared to low WM load 
led to increased subjective arousal (LV–NV: M = 0.276; 95% 
CI [0.050, 0.525]; H.2e; HW–LW: M = 0.560; 95% CI [0.310, 
0.830]; H.6e).

Regarding the effort ratings, participants evaluated scenarios 
with high compared to low WM load to be more effortful (HW–
LW: M = 2.062; 95% CI [1.087, 3.112]; H.7,13e). Scenarios with 
negative compared to positive faces were rated as more effortful 
(LV–HV: M = 0.562; 95% CI [0.124, 1.002]; ~H.3e); however, the 
main effect of emotional expression was not significant (F(2,230) 
= 1.93, p = 0.148).

In summary, both performance and subjective ratings 
were significantly affected by emotional expression and WM 
load. Increased cognitive demands were observed under high 
WM load and in scenarios with negative and partially neu-
tral expressions. This was reflected in increased errors, longer 
reaction times, reduced valence, and increased arousal and 
effort.

3.2   |   MEG Results

We examined MEG activation differences between the emo-
tional expression and WM load conditions, as well as their in-
teraction, separately during both dual- task phases (highlighted 
in Figure 2).

3.2.1   |   ERFs of Emotional Face Processing

Permutation- based spatiotemporal clustering revealed a sig-
nificant main effect of emotional expression on ERF ampli-
tudes during facial emotion discrimination (pF−statistic = 0.036) 

but not during n- back encoding/retrieval, where the face 
was presented as a distractor for the second time (H.1,13a). 
We found no effect of WM load on face- related ERFs (H.5a), 
nor an interaction between WM load and emotional expres-
sion (H.9–12a). The significant differences between the ERFs 
evoked by the different facial expressions started 190 ms after 
stimulus onset and lasted throughout the analysis time inter-
val (1000 ms; Figure S2).

To determine which emotional facial expressions modulate the 
ERFs and to examine their spatiotemporal distribution, we car-
ried out post hoc comparisons with a t- statistic- based cluster-
ing (Figure 4). We observed significant clusters with increased 
ERFs and a similar temporally evolving spatial distribution 
when contrasting negative and neutral expressions (LV–NV; left 
hemisphere: p = 0.011; right hemisphere: p = 0.006; Figure 4A,B; 
H.3,4a) and negative and positive facial expressions (LV–HV; 
left hemisphere: p = 0.011; right hemisphere: p < 0.001; see 
Figure 4C,D). No ERF difference was found when contrasting 
positive and neutral facial expressions (H.2–4a).

In both contrasts, significant bilateral clusters started ap-
proximately at 190 ms after the onset of the face and persisted 
until the end of the presentation. Early significant differences 
were located at lateral occipital and parietal regions, including 
the posterior inferior parietal cortex, as well as right fronto- 
temporal areas, including the anterior temporal lobe and 
OFC. Around 400–600 ms after stimulus onset, effects of pro-
nounced ERF amplitudes for negative facial expressions were 
located in the lateral occipital cortex and ventral visual stream, 
temporo- parietal cortex, the anterior insula, posterior superior 
temporal sulcus (STS), and anterior temporal lobe (compare 
to Figure  1A). From the medial view (Figure  4A,D, second 
row), we observed slightly increased activation in the caudal 
anterior and middle cingulate gyrus superior to the thalamus. 
These effects were greater in the right hemisphere when com-
paring negative with positive facial expressions (Figure  4D 
vs. 4C) and greater in the left hemisphere when comparing 
negative with neutral expressions (Figure  4A vs. 4B). In the 
final time interval from 800 to 1000 ms, we observed stronger 
evoked responses of the lateral occipital cortex and right IFG 
for negative compared to positive and neutral facial expres-
sions (Figure 4A,C,D).

For the negative–positive expression contrast, we observed a 
second functional cluster on the left hemisphere, starting at a 
rather late time point around 400 ms after face onset (Figure 4E; 
p = 0.022). The cluster evolved strongest around the dlPFC, mid-
frontal gyrus, ACC, and premotor regions after 700 ms from 
stimulus onset until the end of the presentation.

In summary, our results show enhanced ERFs in the visual 
cortex and later in fronto- temporal brain regions associated 
with emotional face processing and social cognition (see also 
Figure 1A) for negative but not positive facial expressions; and 
only when the emotionally negative faces were task- relevant 
during the discrimination phase. This modulation was also not 
affected by the current WM load level (interaction effect; H.9–
12a). An exploratory follow- up analysis examining the relation-
ships within and between cluster regions and time intervals can 
be found in Supporting Information A1.
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3.2.2   |   Oscillatory Power Modulations During 
the Visuo- Spatial N- Back Encoding/Retrieval Phase

To investigate the effect of WM load on oscillatory signatures 
(H.5–8, 13–16b) and its interactions with emotional distraction 
(H.9–11, 17–20b), spatial clustering was performed for the �, 
�, and � frequency bands, as well as, on an exploratory basis, 
for the � frequency band during the facial emotion discrimina-
tion (i.e., n- back maintenance phase) and n- back encoding/re-
trieval phase.

We observed significant main effects for WM load in the alpha 
(8–12 Hz; pF−statistic = 0.025; H.15–16b) and low beta (13–20 Hz; 
pF−statistic = 0.041; H.15b) frequency band during the n- back 
encoding/retrieval phase. No significant spatial clusters were 
found in the theta, high beta, and gamma frequency bands. 
Additionally, there was no significant interaction effect was 
elicited by the emotional distractors (H.9–11, 17–20b). WM load 
level modulated oscillatory signatures only event- locked during 
the encoding/retrieval WM phase (H.13b), but not during the 
maintenance of the encoded information (i.e., the facial emotion 
discrimination phase; H.5b).

The alpha frequency band cluster exhibited significantly re-
duced power during high compared to low WM load in the right 
middle and superior occipital gyrus, lingual gyrus, fusiform 
gyrus, retrosplenial cortex, and inferior margin of the precuneus 
(pt−statistic = 0.017; Figure 5A).

In the low beta band, we observed decreased oscillatory power 
during high WM load in the anterior lingual gyrus, inferior 
margin of the precuneus, inferior parietal lobule, SMA as well 
as the anterior and posterior cingulate gyrus (pt−statistic = 0.037; 
Figure 5B, see also Figure 1B).

Exploratory follow- up analyses revealed relationships between 
the alpha band modulations and n- back performance during 
high WM load. Modulation in the alpha band cluster was pos-
itively correlated with retrieval reaction time during high 
WM load (HW–LW alpha band cluster × HW reaction time: 
rs = .375, p = 0.020; see Supporting Information  A2, Table  S3 
and Figure S5 for details).

In conclusion, our MEG findings imply that the discrimination 
of emotional expressions modulated ERFs (H.1, 3–4a), while 

FIGURE 4    |    T- statistic spatiotemporal clusters for significant comparisons of the main effect emotional expression. Contrasts between (A, B) 
negative and neutral emotional expressions and (C–E) negative and positive emotional expressions during facial emotion discrimination. T- values 
from spatiotemporal clusters were grouped into four equally spaced time intervals and projected onto a 3D brain surface. Lateral (upper) and medial 
(lower) perspectives are visualized for each cluster and contrast.

C) D)Negative – Positive Expression: Cluster 1 (Left Hemi.) Negative – Positive Expression: Cluster 1 (Right Hemi.)

A) B)Negative – Neutral Expression: Cluster 1 (Left Hemi.) Negative – Neutral Expression: Cluster 1 (Right Hemi.)

Negative – Positive Expression: Cluster 2 (Left Hemi.)E)

0.19 – 0.39 s 0.39 – 0.6 s 0.6 – 0.8 s 0.8 – 1 s 0.19 – 0.39 s 0.39 – 0.6 s 0.6 – 0.8 s 0.8 – 1 s

0.19 – 0.39 s 0.39 – 0.6 s 0.6 – 0.8 s 0.8 – 1 s 0.19 – 0.39 s 0.39 – 0.6 s 0.6 – 0.8 s 0.8 – 1 s

0.4 – 0.55 s 0.55 – 0.7 s 0.7 – 0.85 s 0.85 – 1 s
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WM load influenced oscillatory brain responses in the alpha and 
low beta bands during the encoding and retrieval phase (H.13, 
15–16b). Correlation analysis of oscillatory changes and n- back 
performance indicates that decreased occipital alpha band 
power is associated with shorter retrieval reaction times but not 
with retrieval accuracy, under high WM load. ERFs and oscil-
latory modulations revealed different processing modes during 
the discrimination of negative faces as well as encoding and re-
trieval of WM under high load. Despite the absence of interac-
tion or interference effects, the observed main effects are likely 
associated with increased demands on processing resources and 

attention during negative facial expression discrimination and 
high- load visuo- spatial WM.

3.3   |   Eye- Tracking Results of the Fixations 
and Pupil Dilation

We examined interaction effects between emotional facial ex-
pressions and WM load on gaze behavior (i.e., fixation duration 
and count) and pupil dilation during the facial emotion discrimi-
nation (H.5–7c) and n- back encoding/retrieval phase (H.17–18c) 
using linear mixed models. The statistics for all tested effects 
are provided in Table S4, and post hoc comparisons following a 
significant effect are illustrated in Figure 6.

3.3.1   |   Effects During the Facial Emotion 
Discrimination Phase

We found a significant main effect of emotional expression on 
the total count of fixations within the ROI around the face 
during the emotion discrimination (F(2,195) = 8.17, p < 0.001; 
see Figure  S6 for the display of ROIs in the fixation- related 
analysis). Negative faces attracted more fixations than both 
neutral (LV–NV: M = 0.091; 95% CI [0.022, 0.158]; H.2c) and 
positive faces (LV–HV: M = 0.138; 95% CI [0.078, 0.196]; 
Figure  6A). There was no significant difference in the fixa-
tion count between positive and neutral expressions (HV–NV: 
M = −0.047; 95% CI [−0.117, 0.021]; H.2c), nor were there sig-
nificant effects of WM load (H.6c) or an interaction with WM 
load (H.10c) on fixation count. Furthermore, no significant ef-
fects were observed for mean fixation duration on the face ROI 
(H.1,5,9c). In an exploratory follow- up analysis of the main 

FIGURE 5    |    Significant t- values of the alpha and low beta band clus-
ter projected onto a 3D brain surface and visualized from both the later-
al (upper row) and medial (lower row) perspectives.

High – Low Working Memory Load (Right Hemi.)

Alpha Band (8 – 12 Hz) Low Beta Band (13 – 20 Hz)A) B)

High – Low Working Memory Load (Right Hemi.)

Alpha Band (8 – 12 Hz) Low Beta Band (13 – 20 Hz)A) B)

FIGURE 6    |    Post hoc comparisons of the main effects of emotional expression (red) and WM load (blue) of the gaze- related fitted linear mixed 
models (A–D). Exploratory comparisons of interaction trends are depicted in (E) and (F). Colored dots and error bars represent the bootstrapped 
grand averages and their Bonferroni- corrected 2.5th and 97.5th confidence interval (CI) across participants. Visuo- spatial n- back refers to the en-
coding/retrieval phase. HV: high valence; HW: high WM load; LV: low valence; LW: low WM load; NV: neutral valence. Significance level from the 
linear mixed models: ***p < 0.001, **p < 0.01, *p < 0.05, () for significance level without Bonferroni correction of the fitted linear mixed models.
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effect of emotional expression on fixation count, we examined 
which facial regions—the upper part including the eyes or 
the lower part including the mouth—attracted the most fix-
ations. Results of a linear mixed model with the fixed effects 
face region (lower vs. upper half) × emotional expression (HV, 
NV, LV) revealed a significant difference in fixation counts 
between face regions (F(1,195) = 266.423, p < 0.001) and mean 
fixation duration (F(1,195) = 75.70, p < 0.001). More and longer 
fixations were positioned in the lower face region (lower–
upper; count: M = 1.048; 95% CI [0.756, 1.321]; duration: 
M = 63.473 ms; 95% CI [35.994, 92.269]). There was no inter-
action between facial region and emotional expression (count: 
F(1,195) = 1.75, p = 0.176; duration: F(1,195) = 1.05, p = 0.352). 
Analyses including the task phase as a fixed effect in the lin-
ear mixed model are provided in Supporting Information A3.

3.3.1.1   |   Sustained WM Load on Pupil Dilation. We 
observed a sustained WM load main effect on pupil dilation 
across the dual- task (F(1,195) = 78.99, p < 0.001). Pupil dilation 
increased for high compared to low WM load during the facial 
emotion discrimination (HW–LW: M = 0.171 mm; 95% CI [0.128, 
0.219]; Figure 6B; H.7c). There was no significant effect of emo-
tional expression (H.3c) but a strong trend of interaction with 
WM load (H.11c) during the emotion discrimination (F(2,195) 
= 4.46, p < 0.013, n.s. after Bonferroni correction on linear 
mixed model level). Exploratory comparisons showed reduced 
pupil dilation for positive and increased pupil dilation for neg-
ative compared to neutral faces only during low WM load (LW 
HV–NV: M = −0.063 mm; 95% CI [−0.114, −0.011]; LW LV–NV: 
M = 0.048 mm; 95% CI [0.005, 0.094]; Figure 6E).

3.3.2   |   Effects During the Visuo- Spatial N- Back 
Encoding/Retrieval Phase

During the n- back phase, we observed a significant main effect 
of WM load on fixation onset at the target position (F(1,176.25) 
= 13.26, p < 0.001) and pupil dilation during fixations (F(1,195) 
= 16.65, p < 0.001; Figure  6C). During high WM load, the 
onset of fixation on the target position was delayed (HW–LW: 
M = 70.518 ms; 95% CI [23.253, 122.112]; H.14c) and pupil di-
lation was increased (HW–LW: M = 0.117 mm; 95% CI [0.088, 
0.148]; Figure  6D; H.15c). There was a non- significant trend 
of interaction between emotional expression and WM load on 
target fixation count (F(2,195) = 4.35; p < 0.014; H.17c). The ex-
ploratory comparisons revealed fewer fixations at the target 
position during high WM load for negative distractors com-
pared to neutral (HW LV–NV: M = −0.030; 95% CI [−0.059, 
0.000]; Figure 6F) and positive (HW LV–HV: M = −0.056; 95% 
CI [−0.093, −0.020]; Figure 6F) ones; while no differences were 
observed between expression conditions during low WM load. 
There were no significant effects on fixation measures within 
the face area (H.16,18c).

Taken together, the results of the fixation- related correlates 
and pupil dilation indicated increased cognitive processing de-
mand and required attention recruitment when discriminating 
negative facial expressions and under high WM load scenarios. 
Moreover, the WM load level induced by the n- back subtask in-
fluenced pupil dilation during facial emotion discrimination, 
indicating a sustained WM dual- task effect. Sustained WM 

load interacted with emotional expressions during the discrim-
ination, eliminating differences in pupil dilation between emo-
tional and neutral expressions under high WM load. During the 
n- back encoding/retrieval phase, an interaction trend suggested 
that task- oriented gaze behavior (i.e., fixation on the target po-
sition) was reduced for negative emotional distractors, but only 
under high WM load. Descriptive heatmaps of the fixations 
during the emotion discrimination and n- back phase can be 
found in Figures S8 and S9.

4   |   Discussion

The objective of this whole- head MEG study combined with eye- 
tracking was to address the research gap in understanding the 
interaction effects of emotional facial expressions and varying 
WM load levels in a dual- task paradigm. We aimed to identify 
the circumstances and mechanisms through which emotion and 
cognitive processing interact during emotion discrimination and 
visuo- spatial WM. Additionally, we investigated brain mecha-
nisms underlying the task processes and regulatory mechanisms 
triggered to mitigate indications of task interference when pro-
cessing and attentional resources are depleted. We analyzed MEG 
source space activation, including ERFs linked to emotional face 
processing, oscillatory signatures associated with the inhibition 
of task- irrelevant neural activity and WM load, as well as gaze- 
related and behavioral responses during both dual- task phases.

As hypothesized, negative facial expressions enhanced spatio-
temporal ERFs during the emotion discrimination (Table  1; 
H.1, 3–4a). Importantly, our dual- task study suggests that this 
effect involves top- down mechanisms, as it was only observed 
when the emotional information was task- relevant. High WM 
load decreased occipital alpha and parieto- occipital low beta 
oscillations during the n- back encoding and retrieval phase 
(Table 1; H.13, 15–16b). A WM load- based decrease in occipi-
tal alpha power was associated with shorter retrieval time but 
not increased retrieval accuracy under high WM load. The re-
lationship between the modulation and performance provides 
insight into the functional role of alpha band oscillation in 
enhancing information processing and attention allocation, 
but not WM maintenance, during increased load. Sustained 
cross- task effects of high WM load were found on pupil size 
(H.7c), reaction time (H.6d), and perceived valence (H.5e). 
Our multimodal study presents converging physiological and 
behavioral evidence suggesting that the following processes 
are associated with greater attentional and processing de-
mands: (1) discriminating negative compared to neutral and 
positive faces, which enhanced evoked brain responses linked 
to face processing and social cognition and increased pupil 
dilation, arousal, and effort; and (2) memory encoding and 
retrieval during high compared to low load, which decreased 
posterior alpha and low beta power and increased pupil dila-
tion, arousal, and effort.

Trends for interactions between WM load and emotion of facial 
expression were present in both subtasks. During facial emotion 
discrimination, pupil dilation indicated a processing advantage 
for positive expressions (decrease) and a disadvantage for nega-
tive expressions (increase) during low WM load. However, these 
emotion- specific processing differences disappeared under high 
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WM load (H.9–11c–e). Moreover, during the n- back encoding/re-
trieval phase, negative distractors reduced task- related fixations 
on the target position but only during high WM load (H.17c). 
This effect may be associated with reduced attentional control 
and increased distractibility of negative faces during increased 
cognitive demands. The interpretation is further supported by 
the questionnaire result that participants rated blocks with neg-
ative facial expressions as more effortful to process (H.3e). By 
incorporating the neutral expression condition, we were able 
to extend existing knowledge (Van Dillen and Koole 2009; van 
Dillen and Derks 2012), demonstrating that interaction effects 
are not solely attributable to interference from negative faces, 
but also reflect a processing advantage for positive faces under 
low WM load.

However, we anticipated further interaction effects that our 
results did not support: During the emotion discrimination, 
high WM load was hypothesized to mitigate enhanced ERFs 
of emotional faces and to attenuate oscillatory signatures of 
WM maintenance (H.9–12a, b). During the n- back encoding/
retrieval phase under high WM load, we assumed that angry 
distractors would interfere with WM due to depleted cognitive 
resources and reduced attentional control (H.17–20a,b,d,e). 
This was expected to attenuate the oscillatory signatures of 
encoding and retrieval (H.17- 20b) and elicit enhanced ERFs 
of emotional face processing (H.17–20a). In the following, we 
discuss the observed effects in more detail and the context of 
previous work.

4.1   |   Processing and Discrimination Mechanisms 
of Emotional Facial Expressions

4.1.1   |   Enhanced (Socio- )Emotional Evaluation 
Processes for Negative Facial Expression Discrimination

Negative facial expressions modulated spatiotemporal ERF 
with significantly increased activation in fronto- temporal brain 
networks, the insula–ACC complex, and occipital regions, in-
cluding the secondary and extrastriate visual cortex. This ERF 
modulation was only observed during the emotion discrimina-
tion and only for negative but not positive faces (H.1,3–4a).

We propose that the observed spatiotemporal ERF clusters may 
be divided into two functional components. This aligns with the 
dissociation theory of Ochsner and Gross  (2005), who suggest 
a ventral stream for emotion processing and a dorsal stream 
for emotion regulation. In our study, the first cluster comprises 
increased evoked amplitudes in regions associated with emo-
tional face processing (Vuilleumier et al. 2003; Vuilleumier and 
Pourtois 2007; Winston et al. 2003; Posamentier and Abdi 2003; 
see Figure 1). These enhanced activation patterns of the cluster 
are observed when contrasting negative to positive but also neu-
tral facial expressions. The engagement of the insula and late re-
activation of the occipital cortex suggest that this cluster is also 
functionally related to more intense processing of negative facial 
expressions (Carr et  al.  2003; Haxby et  al.  2000; Montgomery 
and Haxby 2008; Pitcher et al. 2008; Said et al. 2011). The in-
tense processing of negative faces is also reflected in increased 
fixation counts and pupil dilation during the discrimination of 
negative expressions.

We found a second cluster that appeared only when contrasting 
negative with positive facial expressions. Since it comprises lat-
eral prefrontal areas and the ACC, this cluster may be linked to 
goal- directed regulatory mechanisms to overcome potential in-
terference and disrupt lasting effects of processing and discrim-
inating negative facial expressions Ochsner and Gross  (2005); 
García- Pacios et al. (2017). This explanation is supported by re-
cent findings from Dong et al. (2024). In their MEG study, neg-
ative image distractors increased activation in the insula during 
the early phase of the P3b followed by increased activation in 
the ACC. They associated this pattern with attentional control to 
suppress the effect of the distracting negative stimuli.

Although this enhanced ERF linked to attentional control was 
not modulated by WM load, pupil dilation revealed an interac-
tion between WM load and emotion- specific processing for posi-
tive and negative expressions. The effect on pupil dilation aligns 
with the second ERF cluster and previous findings (Van Dillen 
and Koole 2009; van Dillen and Derks 2012) suggesting process-
ing advantages for positive faces and disadvantages for negative 
faces under low cognitive demand. However, under high WM 
load, emotion- specific processing in pupil dilation disappeared 
(Van Dillen and Koole 2009; van Dillen and Derks 2012). This 
finding suggests that the threshold for detecting an interaction 
between emotion and WM load may be higher at the neural level 
than in gaze- related measures and points out the importance of 
integrating physiological and behavioral measures.

4.1.2   |   Discrimination Advantage for Positive Facial 
Expressions

Based on the second ERF cluster and interaction trend in pupil 
dilation, it can be concluded that negative face processing was 
enhanced and linked to increased cognitive demands, while 
positive faces exhibited a processing advantage—at least under 
low WM load. This is consistent with previous research (Becker 
et  al.  2011; Bucher and Voss  2019; Calvo and Beltrán  2013; 
Weidner et  al.  2024; Van Dillen and Koole  2009). In compar-
ing only negative and positive facial expressions, Van Dillen and 
Koole (2009) attributed this difference solely to a negativity bias 
toward angry faces. However, by including a neutral reference, 
we could show performance advantages—in the form of reduced 
errors and reaction time—during the discrimination of positive 
compared to neutral and negative faces but not negative com-
pared to neutral faces. In the ongoing debate on whether there 
is a processing advantage for negative or positive expressions 
in visual attention, Xu et  al.  (2021) concluded in their review 
that tasks explicitly focusing on emotion processing of photore-
alistic faces tend to show an advantage for positive expressions. 
Horstmann et al. (2012) offered a stimulus- level explanation for 
the processing advantage. The authors demonstrated that the 
visibility of teeth in photorealistic emotional faces facilitates the 
search in the face- in- a- crowd paradigm. Given that teeth are vis-
ible only in positive facial expressions in the FACES database, 
participants in our study could have exploited this information 
for efficient discrimination when distinguishing positive from 
negative and neutral faces. In line with this, Jehna et al. (2011) 
reported that neutral faces were more likely to be misjudged as 
negative than positive faces (see also Lee et al. 2008; Weidner 
et  al.  2024; Albohn et  al.  2019). Our findings of increased 
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fixations on the lower face ROI support the conclusion that 
participants relied on information from the mouth region for 
discrimination. A supplementary fixation analysis, including 
task phase as a factor, further suggests that this strategy was 
specific to emotion discrimination and did not occur in the n- 
back retrieval/encoding phase (see Figure S7). Interestingly, the 
potential exploitation of low- level facial characteristics appeared 
to have a minimal impact on the neural processing in our study: 
We did not observe modulated spatiotemporal ERFs when con-
trasting neutral and positive facial expressions, despite their dif-
ference in low- level features.

4.1.3   |   Template- Based Face Encoding as Emotion 
Discrimination Strategy

Our behavioral and eye- tracking results, thus, support the 
extension of the prototype- referenced shape encoding the-
ory (Leopold et  al.  2001, 2006) to facial expression discrim-
ination (Skinner and Benton  2010). Hence, behavioral and 
gaze- related differences between positive and negative facial 
expressions arise from their differing configural resemblance 
to the internal template, which is neutral faces (Skinner and 
Benton 2010). While positive faces triggered early and efficient 
discrimination due to strong configural differences to the tem-
plate, negative faces might have exhibited a higher similarity 
to neutral faces, resulting in ambiguity during discrimina-
tion (see also the discussion of Weidner et  al.  2024). Hence, 
they required a more thorough examination, which involved 
recruiting additional neural processes, until clear discrimina-
tive features were identified. This would place a greater toll 
on cognitive resources. The significantly increased number of 
fixations and ACC and lateral PFC activation further indicate 
enhanced attentional engagement with negative faces and the 
need for control mechanisms to disengage after discrimination 
(Becker and Rheem  2020; Eastwood et  al.  2003; Horstmann 
et al. 2006). To summarize, from a template- based facial en-
coding perspective, the greatest difference in encoding and 
discrimination fluency can be expected for negative compared 
to positive facial expressions; at least during low WM load. 
The latter is associated with efficient and resource- saving dis-
crimination, whereas negative facial expressions appear to be 
resource- demanding.

The interaction trend in pupil dilation further supports the in-
volvement of top- down attentional mechanisms to discriminate 
facial expressions. Unlike automatic processes, such deliberate 
mechanisms can be influenced by the current WM load and 
available cognitive resources (Schindler and Bublatzky  2020). 
It appears that explicit instruction toward emotion classifica-
tion can further influence whether processing is deliberate or 
automatic—particularly for positive facial expressions (Xu 
et al. 2021; Rellecke et al. 2012). This aligns with the absence 
of any early enhanced ERFs by emotional expressions in our 
study. Contrary to previous literature (Eimer and Holmes 2007; 
Schupp et al. 2006), we did not observe enhanced ERFs for pos-
itive facial expressions. One explanation is provided by Almeida 
et al. (2016), who demonstrated a positive relationship between 
the modulation of face- related M/EEG components and per-
ceived arousal. Since participants in our study rated angry—but 
not happy—faces more arousing than neutral ones, the amplified 

ERFs may be at least partially driven by arousal. In addition to 
the heightened arousal elicited by angry faces, the increased 
evolutionary relevance of negative facial expressions, along with 
their communicative function in signaling potential threat and 
initiating adaptive responses in social contexts, may also ac-
count for the observed processing differences (Adolphs 2003).

4.2   |   Effects of Cognitive Capacity Limits During 
High WM Load

Another key finding of our study was a significant main effect of 
WM load, with high load decreasing oscillatory alpha and low 
beta band power in posterior regions (H.13, 15–16b) and increas-
ing pupil dilation (H.15c), fixation speed (H.14c), the number of 
errors (H.13d) and reaction times (H.14d) during the encoding 
and retrieval phase of the visuo- spatial WM n- back subtask. 
Furthermore, WM load level affected the overall effort, arousal, 
and even valence experienced across the block (H.5–7, 13e). A 
decline in occipital alpha band power and its WM load- based 
modulation was associated with faster retrieval reaction times 
but not retrieval accuracy under high WM load (Supporting 
Information Analysis A2).

The WM load effects on performance are in line with previous 
studies (e.g., Leung et al. 2004; Schroeder et al. 2018) and can 
be explained by insufficient capacity and limited resources to 
process and maintain task- relevant information.

At the brain level, increased WM load reduced posterior 
alpha and low beta band power in inferior parietal regions, 
which strongly overlap with the WM brain network and load- 
modulated areas (e.g., Lamm et al. 2001; Michels et al. 2010; 
Mitchell et  al.  2007; see also Figure  1B). In our study, fron-
tal theta power did not increase with increasing WM load 
(cf. Jensen and Tesche 2002; Costers et al. 2020; H.6,14b). A 
possible explanation is that frontal theta signals primarily 
originate from superficial radial dipole layers, which are re-
liably detected by EEG but less effectively captured by MEG 
(Srinivasan et al. 2006).

Modulations in alpha band oscillations have been proposed 
to guide information processing (Jokisch and Jensen  2007; 
Klimesch et  al.  2007; Schroeder et  al.  2018) with increased 
alpha power indicating top- down suppression of neural ac-
tivity and decreased alpha power indicating cortical engage-
ment. Hence, our results suggest increased visual processing 
and involvement of the temporo- occipital regions during high 
compared to low WM load scenarios. An explanation for 
this phenomenon is that visual processing is enhanced to 
accommodate the heightened cognitive demand of the more 
challenging task. This notion is further supported by our cor-
relation results (Supporting Information Analysis A2), which 
demonstrate that greater decreases in occipital alpha power 
are associated with shorter retrieval times under high WM 
load. Contrary to our hypothesis (H.16b), we conclude that 
the modulation of occipital alpha band power likely reflects a 
compensatory mechanism that enhances cortical engagement, 
facilitating attentional allocation and information process-
ing under high WM load (Jokisch and Jensen 2007; Klimesch 
et al. 2007; Schroeder et al. 2018).
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The interpretation of load effects on beta oscillatory power is 
still debated in the literature (Pavlov and Kotchoubey  2022). 
Previous studies have proposed a link between increased beta 
oscillations and WM maintenance (e.g., Chen and Huang 2015; 
Deiber et al. 2007; Engel and Fries 2010). Consistent with this 
suggestion, we observed a decrease in low beta oscillatory 
power in key regions associated with WM and spatial cognition 
(Figure  1B), including the inferior parietal areas, retrosplen-
ial cortex, and inferior precuneus (Vann et  al.  2009; Mitchell 
et  al.  2018). We propose that modulatory changes in parieto- 
occipital low beta band power are related to WM maintenance 
and the decay of task- relevant information during high load 
(Chen and Huang 2015; Deiber et al. 2007; Engel and Fries 2010; 
Kopell et al. 2011; Salazar et al. 2012).

To conclude, there is a partial spatial overlap of modulations 
in the inferior parietal areas between the alpha and low beta 
band clusters. However, the alpha band cluster includes more 
temporo- occipital regions, while the low beta band cluster 
contains almost exclusively inferior parietal regions, which re-
flect posterior key areas associated with WM (Figure 1B). The 
slightly different spatial patterns and the relationship between 
alpha band modulations and retrieval performance indicate 
distinct functional roles of band- specific oscillations in the 
visuo- spatial WM encoding and retrieval. Decreased occipital 
alpha power likely represents a compensatory mechanism to 
enhance information processing under high WM load (Jokisch 
and Jensen 2007; Klimesch et al. 2007; Schroeder et al. 2018), 
whereas reduced parietal low beta band power may reflect di-
minished WM maintenance and the decay of encoded infor-
mation (Chen and Huang  2015; Deiber et  al.  2007; Engel and 
Fries 2010; Salazar et al. 2012; Kopell et al. 2011).

4.2.1   |   Sustained WM Load Effects due to Increased 
Cognitive Demand

Contrary to our initial hypotheses, we did not observe oscilla-
tory modulations locked to the onset of the facial stimuli during 
emotion discrimination (H.5–8b) nor interactions with facial ex-
pressions during both subtasks (H.9–11, 17–20b). However, we 
observed different processing modes reflecting a higher demand 
on cognitive resources: Negative facial expressions recruited ad-
ditional neural regions associated with social cognition and cat-
egorization as well as amplified activation in the emotional face 
brain network. High WM load led to decreased WM maintenance 
and compensatory engagement of occipital regions to enhance 
attention allocation and information processing.

Due to a greater demand on processing resources, we observed 
a sustained WM load effect across subtasks: Pupil dilation in-
creased for positive and decreased for negative faces, while 
reaction time decreased during emotion discrimination with 
concurrent high compared to low WM load. This pattern sug-
gests that the emotional expression effect on gaze behavior is 
reduced during high WM load (see Van Dillen and Koole 2009 
for similar behavioral findings). The faster reaction times during 
high compared to low WM load pointed to quick decision- 
making in emotion discrimination, presumably driven by 
enhanced processing resource allocation for the upcoming en-
coding and retrieval of information from WM.

4.3   |   How Robust Are Interaction Effects?

Although some studies have reported interactions between emo-
tion and WM load on neurophysiological and behavioral signa-
tures (e.g., van Dillen and Derks 2012; MacNamara et al. 2012; 
García- Pacios et al. 2015a), we could not entirely replicate these 
effects in this dual- task study (H.9–12; 17–20a,b). Given the 
inconsistency in detecting interaction effects in the literature 
and relatively small reported effect sizes (Brockhoff et al. 2022; 
Schweizer et al. 2019), some interaction effects may not be ro-
bust to variations in experimental design or stimulus material.

A novel aspect less examined in previous studies was the contex-
tual change in task relevance of facial stimuli, specifically their 
emotional expressions, in our dual- task. Contrary to van Dillen 
and Derks (2012), we aimed to amplify the effect of emotional 
negative and positive expressions by using a task that explicitly 
indicated emotion (Rellecke et al. 2012). However, this may have 
had the opposite effect in the n- back encoding/retrieval phase, 
reducing distraction and interference during the second presen-
tation of the same, now task- irrelevant face due to prior process-
ing (also discussed by Tavares et al. 2016).

Further, we cannot exclude the possibility that not only emo-
tion effects on ERFs but also the interaction with WM load 
are partly influenced by stimulus arousal. This is particu-
larly relevant as most studies did not report subjective rat-
ings (but cf. García- Pacios et al. 2015a). Britton et al.  (2006) 
compared valence and arousal ratings for emotional facial 
stimuli and images (International Affective Picture System; 
Lang et al. 1997). The IAPS dataset has also been used in stud-
ies showing interaction effects for WM and negative stimuli 
(García- Pacios et al. 2015a; Tavares et al. 2016 for behavioral 
effects). Compared to emotional faces, images were rated sig-
nificantly more positive for depicted happy and neutral emo-
tions, more negative for negative emotions, and more arousing 
across all emotion categories (Britton et  al.  2006). Based on 
these findings, faces might be considered weaker distrac-
tors due to their lower arousal strength (Britton et  al.  2006; 
Ochsner and Gross  2005; Tavares et  al.  2016). However, 
Carretié et al. (2012) compared emotional faces and images in 
their potential to capture attention and observed similar be-
havioral and neurophysiological responses. Nevertheless, the 
arousal intensity of the stimuli may have influenced the likeli-
hood of detecting an interaction during discrimination. In ad-
dition, arousal levels may reach a ceiling earlier for emotional 
facial stimuli than for non- facial images (Britton et al. 2006). 
Future studies should systematically examine the impact of 
arousal and stimulus type on interaction effects.

4.4   |   Limitation and Future Directions

The use of the naturalistic FACES database impacted the in-
terpretation of certain effects. We decided against using sche-
matic or morphed emotional faces, which are restricted to an 
oval shape to remove additional distinctive features, such as 
hair. However, naturalistic faces carry the risk of introducing 
confounding low- level features. While these features are negli-
gible when evenly distributed across expressions, they may bias 
emotion discrimination if they systematically indicate a specific 
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expression (e.g., visible teeth in happy faces). Therefore, our 
findings of a template- based discrimination strategy should be 
replicated using schematic faces with carefully controlled low- 
level features.

As our sample resembled young, highly educated students, 
the generalizability of the findings to other age groups may be 
limited.

Concerning source localization, MNE relies on linear assump-
tions about the relationship between the electrical activity 
of the brain and measured signals (Hämäläinen et  al.  1993). 
Interactions of activity from brain regions nearby might not 
be accurately captured. It also tends to favor sources closer to 
the sensors when solving the inverse problem (Hämäläinen 
et  al.  1993). By adding a regularization to capture deeper 
sources such as insular activation, the estimates obtained some-
times have a spatial spread that is scattered around the actually 
smaller underlying deep sources.

Our study did not explore individual variations in executive 
functions, cognitive control over emotionally irrelevant in-
formation, or WM capacity. Future research should examine 
how these individual differences influence the interplay be-
tween emotion and cognition in the dual- task (e.g., Dolcos and 
Denkova  2014; Dolcos et  al.  2011). Linking such variations to 
neural correlates when facing an emotion- cognition interaction 
could potentially also serve as diagnostic indices from a clinical 
perspective (Schweizer et al. 2019).

In future investigations, integrating eye- tracking with MEG to 
perform fixation- related analyses aligned with the onset of fix-
ation on emotional stimuli may enhance sensitivity in detecting 
time- locked interaction effects (Baccino and Manunta  2005; 
Spiering and Dimigen  2024). Furthermore, additional re-
search could include transcranial magnetic stimulation in 
the emotion- cognition dual- task to increase the likelihood of 
task interference by inhibiting regulatory mechanisms (Olk 
et al. 2015).

5   |   Conclusion

In a dual- task, we investigated spatiotemporal and oscillatory 
signatures of emotional face processing and visuo- spatial WM 
load. Our MEG findings revealed enhanced ERFs that were 
spatially located across the insula, ACC, and face- specific 
occipital regions during the discrimination of negative facial 
expressions but not during the encoding and retrieval of n- 
back information from WM. Hence, negative faces amplified 
face processing and social cognition only when they were 
task- relevant. Furthermore, when contrasting negative and 
positive facial expressions, enhanced ERFs were observed in 
prefrontal regions and the ACC at late time intervals of the 
discrimination. Both areas are associated with goal- directed 
executive functions and may be linked to attentional control, 
facilitating the dissociation from negative faces to prevent in-
terference with the WM subtask. In addition to these findings, 
task performance and gaze behavior demonstrated an advan-
tage in discriminating positive faces, indicated by fewer er-
rors and fixations on the face area as well as reduced reaction 

times and subjective effort, and decreased fixations on the 
face area.  An interaction trend in pupil dilation suggested 
that the processing advantage for positive faces, along with a 
disadvantage for negative faces, diminished with increasing 
WM load.

In the n- back encoding/retrieval phase, high WM load attenu-
ated alpha band power in temporo- occipital regions, while low 
beta band power was reduced in parieto- occipital regions and the 
cingulate cortex. The spatial localisation of the clusters and their 
association with retrieval performance suggest that alpha and 
beta oscillations have different functional roles, during increased 
WM load. Reduced temporo- occipital alpha power indicates 
compensatory cortical engagement to enhance attention alloca-
tion and information processing, while inferior parietal low- beta 
power is proposed to be associated with WM maintenance. At 
the behavioral level, an interaction trend was observed for nega-
tive distractors with reduced fixations on the target position, but 
only during high WM load. Sustained effects of increased WM 
load were observed in task performance and gaze behavior across 
both subtasks. High WM load reduced the perceived valence of 
facial expressions and increased pupil size and reaction time 
during both subtasks.

In conclusion, the study advanced our understanding of when 
and how negative faces influence ERFs, mechanisms underlying 
emotion discrimination in naturalistic faces, interaction effects 
in gaze behavior, and the role of WM- related oscillatory alpha 
and low beta power under different load levels.
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